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1 Introduction

Participatingin this paneldiscussioron sample-sizés-
sueswasa real pleasureand| wish to thank everyone
involved.

This article summarizeghe points| emphasizedn
that discussion. The commentsare motivatedin great
part by the typesof questiond occasionallyreceve by
e-mailaskingfor helpin usingsomesoftwarethat| have
developed(Lenth,2000a).Suchinteractionsanbequite
interestingandmary inquirieshave motivatedmeto ex-
tendand/ormodify the software.However, certainques-
tions | receve are all too common;they are onesthat
relateto

1. Sample-sizeggoalsbasedon a standardizeaffect
size

2. Retrospectie power analysis

Questionslike these are easy to ask, and easy to
answer—all too easy They reflect practicesthat seem
to be fairly firmly establishedput in my opinion, they
are not consistentwith goodscience. It is my purpose
hereto try to explain why.

2 Standardized effect-size goals

Onecommonquestiongoeslik e this:

What samplesize is requiredto detecta
“medium” differencewith 90% power and
a =.05?

This questionrefersto a corvention establishedy Ja-
cob Cohen(Cohen,1988) that setsnormsfor “small;’

“medium; or “large” effects. In the contet of a two-
samplé test,thesenormscorrespondo d =.20,d = .50,
andd = .80respectiely, where

d= (M) /0

is the standardizedlifferencebetweenthe two means
being compared.Here, Y1 — [ is the actualdifference
betweenthe meansfor a particularalternatve hypothe-
sisunderconsiderationand o is the standarddeviation

of the experimentalerror, assumectommonto the two
treatments. Note that a “medium” differenceis half a
standarddeviation.

Thequestiorabove, then,setsavalueof d asthecri-
terion for the sample-sizeproblem. Proponentf this
approactclaimtwo advantages:

1. You don't needto collect pilot dataor historical
datato estimateo.

2. The standarddor “large; medium; and“small”
arebasedon an extensive surwey of the published
literaturein the social sciencesandhencereflect
realistic corventions (at leastin the social sci-
ences).

A standardize@ffect sizesuchasd is very usefulin that
it is directly relevantto creatingreasonablycompactta-
blesfor determiningsamplesize.But ad valueitself has
no relevanceasa criterion for determiningsamplesize.
As fellow panelistlaneElashof putsit, youneedo look
atthenumeratoranddenominatoof d separately

| offer the following exampleto helpsolidify Janets
point. Supposethat a manufcturerwantsto compare
themeanshrinkage®f injection-moldedartsmadewith
raw materialsfrom two suppliers. Following Cohens
cornvention theirgoalis to beableto detecta“medium”-
sizeddifferencewith apowerof .9, usingatwo-sidedtest
at a significancelevel of a = .05. Four proposalswith
estimatedcostsandtotal samplesizesN aresummarized
below:

Proposal Cost N
$3,500 170

2 $5,250 170

3 $2,800 170

4 $3,750 172

It appearghatProposaB will beselected.

Now let’s take a closerlook at eachproposal.In the
table belowv, we shav what type of designis proposed,
the instrumentatiorto be used,the value of ¢ for that
instrumentationandthe detectablalifferenceof means



(half of o for a“medium” effect) ata power of .90.

Design

Instrument Detectable
Proposal| ErrorSD e — el
1 Indep.sample{CRD)
$3,500 | Verniercaliper 0.35mm
N=170| c=0.70mm
2 Indep.sample{CRD)
$5,250 | Coordinatemeasmach.  0.33mm
N=170| 0 =0.66mm
3 Indep.sample{CRD)
$2,800 | 6-inchschoolruler 0.85mm
N=170| c=19mm
4 Paired(block) design
$3,750 | Verniercaliper 0.14mm
N=172 | 0=0.7= V.64 + .28

The first three proposalsall usea simple completely-
randomizeddesign. The secondone has the low-
est o of the three, due to the use of high-technology
instrumentation—a coordinate-measuringmachine—
which greatly increaseghe cost, but for only a mod-
estadvantage(much of the variation comesfrom other
sources).The lowest-costproposalhasby far the worst
detectabldifference,dueto its extremelylow technol-
ogy. Proposal usesthe same(sensible)technologyas
Proposall, but gainsby farthebestdetectablalifference
usingatacticthatwe statisticianshouldalwayskeepin
the forefront of our thinking: a good experimentalde-
sign. By blocking on subjects,an importantsourceof
variationis eliminatedfrom the treatmentcomparison,
effectively reducingtheerrorstandardieviationfrom .70
to .28. ProposaM costsjust a bit morethanProposall
dueto theslightly increasedamplesizeassociateavith
having fewer degreesof freedomfor error. But if theen-
gineers’goalis to be ableto detecta differenceof, say
0.25mm, we cangetby with a lot lessdata(andlower
cost).

Thelessorhereis thatwhenwe focuson a standard-
ized effect size,we areignoring mary of the important
issueghatdesere carefulconsideratiorn designingary
statisticalstudy We getno credits(or demerits¥or using
good(or bad)measuremergroceduresandwe actually
get slight negative credit for using a good design. (A
notehere:A colleaguepointsoutthata morecarefulre-
searchemould not be misled by the designissue. For
example,a programsuchas nQueryAdvisor (Elashof,
2000) would make an adjustmento the error variance
basedon theanticipatedntraclasscorrelation.However,
that still doesnot cure the faults associatedvith stan-
dardizedeffect specifications.) It is always important
to think in termsof actual,absoluteeffect sizes,in the
sameunits of measuremeraswherethe inferenceis to

be made.Thereis really no honestway aroundaddress-
ing boththe numeratoianddenominatoof d separately
Standardizedeffect sizes have beendefinedfor a
numberof contexts—analysiof variance pairedt tests,
etc. In aregressioncontet, it is popularto usethe cor-
relationp or the coeficient of multiple determinatiorp?
asatarget. Doing sois evenaworsemistale thanin the
exampleabove, becaus® andp? involve notonly oneor
moreabsoluteeffect sizes(coeficientsf3j) andtheerror
variancea?, but alsothe variance(s)f the predictor(s).
All threeof theseelementsshouldbe consideredsepa-
ratelyin designinga studyanddeterminingsamplesize.

3 Retrospective power

Retrospectie power analysiscomprisesa numberof dif-

ferent practicesthat involve computingthe power of a
testbasedon obserneddata. Personallyl think | cando
without all suchpractices;but someof themare more
understandabléhan others. The onethat| really don't
likeis theideaof computingpower usingobseneddata,
with the obsenederrorvarianceandthe obsenedeffect
size.

Again, | offeranexample.Figurel shavsthedefault
outputgeneratedby theregressiorprocedurén SASAn-
alyst(SASInstitute,Inc.,1999)with the“Performpower
analysis” option checled in the “Tests” menu. (Ser-
eralotherstatisticabackagesanproducesimilarresults,
presumablyn responséo customerdemands.) he data
aremeasurementsf 202 Australianathletes(Cook and
Weisbeg, 1999, p. 438). The top part of the outputis
cornventionalstatisticaloutputfor aregressiorprocedure;
the bottom shaws retrospectie power for the obsened
effect sizesat significancelevel a = .05. Also shavn
are“leastsignificantnumbers”(LSNs),whichreflectthe
samplesize requiredto achieve significanceat the ob-
senedeffectsize;they aretruncatecdat 1002.

To shaw thefolly of theseretrospectie power calcu-
lations,selectecportionsof Figure1 arere-organizedn
thefollowing table,andsortedby P value.

Source tratio Pvalue Power LSN
LBM —18.02 <.0001 0.999 14
Wit 1048 < .0001 0.999 16
SqrtSSF 9.25 <.0001 0.999 17
Sex 478 <.0001 0.997 38
Hg 225 0.0258 0.609 157
BMI 161 0.1098 0.359 304
Hc 0.71 04816 0.108 1002
Height -0.74 04627 0.113 1002
WCC —0.48 0.6306 0.077 1002
Ferr 0.44 06574 0.073 1002
RCC —0.36 0.7172 0.065 1002



It is immediatelyobvious that asthe P valueincreases,
retrospectie power decreasegndleastsignificantnum-
ber increases.In fact, both are simply transformations
of the P values.It canfurther be shavn thatwhenthe P
valueis equalto a, the retrospectie power is approx-
imately 0.5. That is true becausehe empirical effect
sizeis right atthe boundaryof the critical region, sothat
abouthalf of the probabilityfallsin thecritical region.

Thereis simpleintuition behindresultslik e these:If
my car madeit to thetop of thehill, thenit is powerful
enoughto climb thathill; if it didn’t, thenit obviously
isn't powerful enough. Retrospectie power is an obvi-
ousanswerto a ratheruninterestingquestion. A more
meaningfulquestionis to askwhetherthe caris power-
ful enoughto climb a particularhill never climbed be-
fore; or whethera differentcar canclimb that new hill.
Suchquestionsareprospectie, notretrospectie.

Thefactthatretrospectie power addsno new infor-
mationis harmlessn its own right. However, in typical
practice,it is usedto exaggeratehe validity of a signifi-
cantresult(“not only is it significant,but thetestis really
powerfull”), or to make excusedor a nonsignificanbne
(“well, Pis .38, but that's only becausghetestisn’t very
powerful”). The latter caseis like blamingthe messen-
ger.

Similarly, LSNsdon't addnew information. True, if
we collectmoredatato bring N up to the LSN, andthe
effect size staysthe same,then we’ll obtain statistical
significance.Sucha stratey is strictly asterisk-hunting:
let's do whatever it takesto make P < .05. Instead,as
in the precedingsection,| recommendconsultingwith
subject-matteexpertsheforethe dataarecollectedto de-
termineabsoluteeffect-sizegoalsthatareconsistentvith
the scientificgoalsof the study

For further discussiorof retrospectre power from a
scientists perspectre, | recommendrhomag(1997).

4 Discussion

Sample-sizeleterminations seriousandimportantbusi-
ness.lt is the oneplacein the processf collectingand

analyzingdatawherescientific goalscanbe addressed.
Thattakeshardwork andcarefulthinking. The practices
| criticize in this article are popular primarily because
they areeasy andthey areeasybecausehey bypasshe
detailedstudythatis really necessaryo doit right.

This article containsselectedopics (plus a few em-
bellishmentsfrom a longerreporton sample-sizgrac-
tices (Lenth, 2000b). That report also discussesome
of the consultingaspectof sample-sizaletermination,
whatto do whenthe samplesizeis fixed, how to esti-
mate g, andthe fact that not all sample-sizeproblems
arethesame.
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Power Analysis
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PctBodyFat
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PctBodyFat
PctBodyFat
PctBodyFat

Figurel: Retrospectie power-analysisexample.

Parameter

DF Estimate
1 -8.62641
1 0.22249
1 0.00052053
1 0.03713
1 -0.09203
1 0.07641
1 -0.82153
1 -0.10165
1 1.08958
1 1.04342
1 -0.01348
1 0.63786
Sum of
Squares

Source Type
BMI Type |l
Ferr Type 1l
Hc Type 1l
Height Type |l
Hg Type |l
LBM Type |
RCC Type 1l
Sex Type 1l
SqrtSSF Type I
WCC Type I

Wit Type

Standard
Error

6.15867
0.13850
0.00117
0.05266
0.12505
0.03400
0.04559
0.28024
0.22775
0.11279
0.02798
0.06084

Alpha

0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05

Power

0.359
0.073
0.108
0.609
0.113
0.999
0.065
0.997
0.999
0.077
0.999

Value Pr

-1.40
1.61
0.44
0.71

-0.74
2.25

-18.02

-0.36
4.78
9.25

-0.48

10.48

Least
Significant
Number

304
1002
1002

157
1002

14
1002
38
17
1002
16

> |t

0.1629
0.1098
0.6574
0.4816
0.4627
0.0258
<.0001
0.7172
<.0001
<.0001
0.6306
<.0001



