Statistical Analysis of Chicago Cubs Salaries

And Their Averages

Ross Harrison
The purpose of the report is to find linear relationships between a Chicago Cubs Salary and there averages.  The averages I will use for hitters are: on base percentage, slugging average and batting average.  For those who are not familiar with these averages, on base percentage (OBA) is a measure of how often a batter gets to first base for any reason other than a fielding error or a fielder's choice. To calculate on base percentage (OBP) we use the formula from the Major League Baseball site. 
Where: H = Hits, BB = bases on balls, HBP = Hit by pitch,   AB = At bats, SF = Sacrifice flies.  While slugging average (SLG) is a measure of the power of a hitter. It is calculated as total bases divided by at bats.
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is the number of at-bats for a given player, and s, d,  t, and h are the number of singles, doubles, triples, and home runs, respectively.  Finally there is the batting average (BA) and it is defined as the ratio of hits to at bats
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The averages I used to find a linear relationship for salaries are Slugging average allowed, on base percentage allowed and batting average allowed.  These formulas are the same listed above but only what the pitchers gave up.  Other averages I used for pitchers are there ERA and the strikeout per nine inning ratio. ERA is the mean of earned runs given up by a pitcher per nine innings pitched. It is determined by multiplying the number of earned runs allowed by nine (innings in a game) and dividing by the number of innings pitched.  
The hitter’s sample data are listed below.  
	Hitter
	BA
	OBP
	SLG
	Salary

	Burnitz
	.258
	.322
	.435
	4500000

	Lee
	.355
	.418
	.662
	7666667

	Perez
	.294
	.298
	.383
	1000000

	Patterson
	.215
	.254
	.348
	2800000

	Barret
	.279
	.345
	.479
	3133000

	Walker
	.305
	.355
	.474
	2500000

	Hairston
	.261
	.336
	.368
	1800000

	Hollandsworth
	.254
	.301
	.388
	1000000

	Garciaparra
	.283
	.320
	.452
	8250000

	Macias
	.254
	.274
	.316
	825000

	Blanco
	.242
	.287
	.391
	1200000


The pitcher’s sample data is listed below

	Pitcher
	Salary
	ERA
	SLG
	OBA
	AVG
	K9

	Wood
	9500000
	4.23
	.446
	.295
	.215
	10.5

	Maddux
	9000000
	4.24
	.438
	.308
	.275
	5.44

	Prior
	3500000
	3.67
	.397
	.296
	.227
	10.15

	Zambrano
	3760000
	3.26
	.338
	.293
	.212
	8.14

	Dempster
	2000000
	3.13
	.324
	.343
	.242
	8.71

	Rusch
	2000000
	4.52
	.449
	.357
	.302
	6.87

	Wuertz
	322000
	3.81
	.321
	.316
	.214
	10.59

	Mitre
	305000
	5.37
	.437
	.330
	.261
	5.22

	Williams
	308000
	4.26
	.421
	.342
	.262
	5.14



The dependent variable throughout this report will be the Cub’s player salaries, and the independent variable will be the cub’s averages.  I will use a t-test; the t-tests are used to assess the significance of individual b coefficients. I am testing the null hypothesis that the regression coefficient is zero. We will use a common rule of thumb and that is to drop from the equation all variables not significant at the .05 level or better.


Using the SAS output of the hitter’s statistics, I removed batting average from the regression line because of a t-value of -0.20 which corresponds to a p-value of 0.8486.  I reran SAS with just on base percentage and slugging average.  With the output given I remove on-base percentage from the equation because of a high p-value of .4250.  Next with the SAS listed below, I used Slugging average as the independent variable and came up with a t-value 3.15 which corresponds to a p-value of .0117.  With that p-value we reject the null hypothesis the beta equals zero, and accept the alternative that beta is greater than zero.  With that we came up with a regression equation that salary = -5,531,381 + 20,340,685(SLG).  The r-square value is 0.5250, implying that the correlation coefficient r is 0.72457.  The correlation and regression equation slope should both be positive because it states the higher the player’s slugging average the higher the player’s salary.  Looking at the residuals vs. predicted graph most points are under two million dollars while there is one outlier and that is Nomar Garciaparra, who had a major injury and missed about half the season, so that is why his slugging average is low compare to his salary.  The SAS output I got is...
        The REG Procedure

                                          Model: MODEL1

                                   Dependent Variable: Salary

                             Number of Observations Read          11

                             Number of Observations Used          11

                                      Analysis of Variance

                                             Sum of           Mean

         Source                   DF        Squares         Square    F Value    Pr > F

         Model                     1    3.625341E13    3.625341E13       9.95    0.0117

         Error                     9    3.280023E13     3.64447E12

         Corrected Total          10    6.905364E13

                      Root MSE              1909050    R-Square     0.5250

                      Dependent Mean        3152242    Adj R-Sq     0.4722

                      Coeff Var            60.56164

                                      Parameter Estimates

                                   Parameter       Standard

              Variable     DF       Estimate          Error    t Value    Pr > |t|

              Intercept     1       -5531381        2812763      -1.97      0.0808

              SLG           1       20340685        6449238       3.15      0.0117
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Since pitchers can not hit as well as other players, there should be other predictor variables that should be used.  These are earned run average, slugging average allowed, batting average allowed and strikeouts per nine innings ratio.  I will use a significance level of alpha equals .10 due to the many injuries cubs’ pitchers suffer through out the season.  I am testing the null hypothesis that the regression coefficients are zero and that the alternative is that the regression coefficients is smaller then zero.  We want beta to be negative because we want a negative relationship between salary and their averages  Using the SAS output I remove an independent variable with the highest p-value until I just got one variable and that is on base percentage allowed.   Below is the SAS output of it.
  Regression analysis of salary and on base allowed average                  

                                        The REG Procedure

                                          Model: MODEL1

                                   Dependent Variable: Salary

                             Number of Observations Read           9

                             Number of Observations Used           9

                                      Analysis of Variance

                                             Sum of           Mean

         Source                   DF        Squares         Square    F Value    Pr > F

         Model                     1    3.564286E13    3.564286E13       3.80    0.0922

         Error                     7    6.561048E13    9.372925E12

         Corrected Total           8    1.012533E14

                      Root MSE              3061523    R-Square     0.3520

                      Dependent Mean        3416111    Adj R-Sq     0.2594

                      Coeff Var            89.62013

                                      Parameter Estimates

                                   Parameter       Standard

              Variable     DF       Estimate          Error    t Value    Pr > |t|

              Intercept     1       31670319       14524762       2.18      0.0656

              OBA           1      -88294401       45277711      -1.95      0.0922

With the significant level of .10 and a p-value of .0922, I rejected the null hypothesis and favored the alternative the beta is smaller than 0.  Which means from the entire pitching statistic data, on base percentage is the best predictor variable to predict a pitcher’s salary.  With that we came up with a regression equation that salary = 31,670,319 – 88,294,401(OBA).  The r-square value is 0.3520, implying that the correlation coefficient r is -0.59331.  The correlation and regression equation slope should both be negative because it states the lower the pitcher’s on base percentage allowed average the higher the pitcher’s salary.  To see this one has to look at the regression plot. Looking at the residual vs. predicted plot most falls within plus or minus two million dollars, but there is one player that is an outlier and that is the pitcher Greg Maddux.  
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In conclusion there are two variables to measure a Cubs player’s salary and they are slugging average for a hitter and on base percentage allowed for a pitcher.  These equations can be use by to determine future Cubs player’s salaries. For example if a player had a slugging average of .450 his salary should be 3,621,927.
